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We present a fitting calculation of energy-loss function for 26 bulk materials, including 18 pure elements (Ag, Al, Au, C, Co, Cs, Cu, Er, Fe, Ge, Mg, Mo, Nb, Ni, Pd, Pt, Si, Te) and 8 compounds (AgCl, Al₂O₃, AlAs, CdS, SiO₂, ZnS, ZnSe, ZnTe) for application to surface electron spectroscopy analysis. The experimental energy-loss function, which is derived from measured optical data, is fitted into a finite sum of formula based on the Drude-Lindhard dielectric model. By checking the oscillator strength-sum and perfect-screening-sum rules, we have validated the high accuracy of the fitting results. Furthermore, based on the fitted parameters, the simulated reflection electron energy-loss spectroscopy (REELS) spectrum shows a good agreement with experiment. The calculated fitting parameters of energy loss function are stored in an open and online database at http://micro.ustc.edu.cn/ELF/ELF.html.
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I. INTRODUCTION

When electrons transport in a solid, the inelastic scattering is a fundamental process. Therefore, for quantitative surface chemical analysis by surface electron spectroscopy techniques, such as X-ray photoelectron spectroscopy (XPS) and Auger electron spectroscopy (AES), the physical modeling of electron inelastic scattering is essential. The electron inelastic interaction with a sample is closely related to the energy-loss function which determines the probability of inelastic scattering event, the energy-loss distribution and the scattering angular distribution [1]. Energy-loss function, defined as \( \text{Im}[-1/\varepsilon(q, \omega)] \) as a function of momentum transfer \( hq \) and energy loss \( h\omega \), characterizes inelastic scattering process. The dielectric function \( \varepsilon(q, \omega) \) in energy-loss function reflects the response of a solid to an external electromagnetic perturbation. As it is hard to determine \( q \)-dependent energy-loss function experimentally, Ritchie and Howie [2] suggested to derive an approximate \( q \)-dependent energy-loss function from the optical dielectric constants: by fitting the measured optical data into a finite sum of Drude-Lindhard model functions at \( q=0 \), one can extend the explicit formula to the required \( \text{Im}[-1/\varepsilon(q, \omega)] \) for finite \( q \)-values. Thus, based on the quantitative description of \( q \)-dependent energy-loss function, one can precisely study the interaction process of electrons moving in the solid by using a Monte Carlo simulations method [3]. For example, by including the surface effect on electron inelastic scattering, Ding et al. have successfully simulated accurate reflection electron energy-loss spectroscopy (REELS) spectra [4–7]. And the fitted energy-loss function can also be used in the calculation of surface excitation parameter [8–10].

In this work, we first briefly describe the Drude-Lindhard model of energy-loss function and the Monte Carlo method for REELS simulation. Then we present the fitting calculations of energy-loss function for 26 materials based on the experimentally measured optical data. We validate the fitting results with oscillator strength sum rule and perfect-screening-sum rule, respectively. For the application of the fitting results, one example is shown by using the fitted energy-loss function to simulate REELS spectrum and to compare with experimental measurement.

II. THEORY

A. Energy loss function

The dielectric functional theory [11] is employed to describe the electron inelastic interaction in bulk materials by:

\[
\varepsilon(q, \omega) = 1 + \frac{\omega_p^2}{\omega_q^2 - \omega_p^2 - i\gamma (\omega + i\gamma)}
\]  

(1)

where \( hq \) is the momentum transfer and \( h\omega \) is the energy loss, \( \omega_p \) and \( \gamma \) are respectively the frequency and the damping constant of the single plasmon. \( \omega_q \) denotes a
dispersion relation:

\[ \omega_q^2 = \omega_s^2 + \omega_p^2 + \beta^2 q^2 + \frac{q^4}{4} \]  

(2)

where the energy \( h\omega_s \) accounts for the band gap in a semiconductor.

Therefore, the bulk energy-loss function can be decomposed into \( N \)-terms of Drude-Lindhard model energy-loss function:

\[
\text{Im} \left( \frac{-1}{\varepsilon(q, \omega)} \right) = \sum_{i=1}^{N} a_i \text{Im} \left( \frac{-1}{\varepsilon(q, \omega; \omega_{pi}, \gamma_i)} \right)
\]

(3)

where the \( 3N \) parameters, \( a_i, h\omega_{pi} \) and \( \gamma_i \), are respectively the oscillator strength, energy, and width of the \( i \)-th oscillator, which are determined from an experimental optical energy-loss function \( (q=0) \) using a fitting procedure:

\[
\text{Im} \left( \frac{-1}{\varepsilon(\omega)} \right) = \sum_{i=1}^{N} a_i \left[ \frac{-1}{\varepsilon(0, \omega; \omega_{pi}, \gamma_i)} \right]
\]

(4)

This implies the core electron excitations in a solid are also treated as free electrons in the spirit of a statistical model [12], and described by a Drude-Lindhard dielectric function for a plasmon pole with finite damping:

\[
\varepsilon_i = \varepsilon(q, \omega; \omega_{pi}, \gamma_i) = 1 + \frac{\omega_{pi}^2}{\beta^2 q^2 + q^4/4 - \omega_i + i\gamma_i} \]

(5)

while the constant \( \omega_q \) in Eq.(2) is omitted for a metal.

Thus, we can fit the optical data in the optical limit \( (q=0) \) with \( N \)-term analytic form equation:

\[
\text{Im} \left( \frac{-1}{\varepsilon(\omega)} \right) = \sum_{i=1}^{N} a_i \left[ \frac{-1}{\omega - \omega_{pi}^2 + \gamma_i \omega - \omega_{pi}^2 + (\gamma_i/\omega)^2} \right]
\]

(6)

Then according to Ritchie and Howie’s scheme [2], we make an extrapolation from optical limit to other momentum transfers, and derive \( \text{Im}\{-1/\varepsilon(q, \omega)\} \).

B. Sum rules

We validate our fitting results with two widely used sum rules, the oscillator strength sum rule and the perfect-screening sum rule, which are limiting form of the Kramers-Kronig integral [13]. The \( f \)-sum rule is given by:

\[
Z_{\text{eff}} = \frac{2}{\pi h\omega_p^2} \int_{0}^{\omega_{\text{max}}} \omega \text{Im} \left( \frac{-1}{\varepsilon(\omega)} \right) d\omega
\]

(7)

where \( h\Omega_p = \sqrt{4\pi n_a e^2/m} \), \( n_a \) is the number density of atoms or molecules. The expectation value of \( Z_{\text{eff}} \) should be \( Z \), the total number of electrons per atom or molecule for a sufficiently large value of \( \omega_{\text{max}} \).

The Kramers-Kronig relations lead to perfect-screening-sum rule given by:

\[
P_{\text{eff}} = \frac{2}{\pi} \int_{0}^{\omega_{\text{max}}} \frac{1}{\omega} \text{Im} \left[ \frac{-1}{\varepsilon(\omega)} \right] d\omega + \text{Re} \left[ \frac{1}{\varepsilon(0)} \right]
\]

(8)

For conductors, \( \text{Re}[1/\varepsilon(0)] \) is zero. And in the limit \( \omega_{\text{max}} \rightarrow \infty \), the expectation value of \( P_{\text{eff}} \) is unity \([14, 15]\). For nonconductors, the refractive index \( n \) is much greater than the extinction coefficient \( k \) at low frequencies, so that \( \text{Re}[1/\varepsilon(0)] \) is approximately equal to \( 1/n^2(0) \) and Eq.(8) becomes

\[
P_{\text{eff}} = \frac{2}{\pi} \int_{0}^{\omega_{\text{max}}} \frac{1}{\omega} \text{Im} \left[ \frac{-1}{\varepsilon(\omega)} \right] d\omega + \frac{1}{n^2(0)}
\]

(9)

where \( n(0) \) is the limiting value of \( n \) as \( \omega \rightarrow 0 \).

C. Monte Carlo simulation

To simulate electron scattering in a solid, we need to deal with electron elastic and inelastic scattering process. Mott’s cross-section [16] is employed for the treatment of electron elastic scattering.

\[
\frac{d\sigma}{d\Omega} = |f(\vartheta)|^2 + |g(\vartheta)|^2
\]

(10)

\[
f(\vartheta) = \frac{1}{2i\hbar} \sum_{l=0}^{\infty} \left[ (l+1) \left( e^{2il\delta_s^+} - 1 \right) + l \left( e^{2il\delta_s^-} - 1 \right) \right] P_l(\cos \vartheta)
\]

(11)

\[
g(\vartheta) = \frac{1}{2i\hbar} \sum_{l=1}^{\infty} \left( -e^{2il\delta_s^+} + e^{2il\delta_s^-} \right) P_l(\cos \vartheta)
\]

(12)

where \( f(\vartheta) \) and \( g(\vartheta) \) the scattering amplitudes are calculated by the partial wave expansion method [17]. \( P_l(\cos \vartheta) \) and \( P_l^1(\cos \vartheta) \) are, respectively, the Legendre and the first-order associated Legendre function. \( \delta_s^+ \) and \( \delta_s^- \) are spin-up and spin-down phase shifts of the \( l \)-th partial wave.

The differential inverse inelastic mean free path (D-IMFP) is represented in the dielectric theory as:

\[
\frac{d^2\lambda_n^{-1}}{d(E/h\omega) d\omega} = \frac{1}{a_0 E} \text{Im} \left[ \frac{-1}{\varepsilon(q, \omega)} \right] \frac{1}{q}
\]

(13)

where \( h\omega \) and \( hq \) are respectively the energy loss and the momentum transfer for an electron of kinetic energy \( E \) penetrating into a solid with dielectric function \( \varepsilon(q, \omega) \). \( a_0 \) is the Bohr radius. \( \lambda_n^{-1} \) is the electron inelastic mean free path (IMFP).

We have also considered the surface electronic excitation. The surface dielectric function \( \varepsilon_s(q||, \omega) \) is related
with the bulk dielectric function $\varepsilon(q, \omega)$ by [5]:

$$
\frac{1}{\varepsilon_s (q||, \omega)} - 2 = \sum_{i=1}^{N} a_i \left[ \frac{1}{\varepsilon_{si} (q||, \omega)} - 2 \right]
$$

$$
\frac{1}{\varepsilon_{si} (q||, \omega)} = 1 + \frac{q||}{\pi} \int_{-\infty}^{\infty} dq_{\perp} \frac{d q_{\perp}}{q^2 \varepsilon_s (q, \omega)}
$$

Based on the theory of specular surface reflection model [18, 19], we have presented the surface response function and the electron self-energy previously [5-7]. By using a vanishing surface potential and a fast-electron approximation, the random-phase-approximation self-energy of a system which is inhomogeneous in the $z$-direction is obtained in terms of the bulk dielectric function of solid, for the case of an electron moving toward the surface from vacuum side [20] and from the solid side [6], and for the case of an electron in the vacuum and in the solid, respectively, as follows:

$$
\Sigma(z|\omega) = \begin{cases} 
\Sigma_1(z|\omega), & (z > 0, \nu < 0) \\
\Sigma_1(z|\omega) + \Sigma_2(z|\omega), & (z > 0, \nu > 0) \\
\Sigma_b(\omega) + \Sigma_i(z|\omega) + \Sigma_s(z|\omega) + \Sigma_e(z|\omega), & (z < 0, \nu < 0) \\
\Sigma_1(z|\omega) + \Sigma_i(z|\omega) + \Sigma_s(z|\omega), & (z < 0, \nu > 0)
\end{cases}
$$

where $\Sigma_b(\omega)$, $\Sigma_i(z|\omega)$, $\Sigma_s(z|\omega)$, and $\Sigma_{i-s}(z|\omega)$ are the position-independent bulk term, the image charge term, the surface charge term, and the interference term between the image charge and the surface charge, respectively. When an electron is in vacuum region, $\Sigma_1(z|\omega)$ is the classical self-energy for an electron incident onto and escaping from the surface, and $\Sigma_2(z|\omega)$ is the extra term, which contains the contribution from both the image charge and the surface charges. Here $\nu$ is the vertical component of the velocity vector; the vertical distance $z$ from the surface is positive in vacuum and negative in solid. The differential inelastic cross section near the surface, i.e., the DIIMFP, can be expressed in terms of the imaginary part of the different complex self-energy:

$$
\sigma(\omega|E,\alpha,z) = -\frac{2}{\nu} \text{Im} \left\{ \sum (\omega|\alpha,z) \right\}
$$

where $\alpha$ is the angle between the velocity vector and surface normal.

With the bulk- and surface-inelastic cross-section, the DIIMFP, and the Mott’s elastic cross-section, we have performed Monte Carlo simulation to calculate the REELS spectrum for the considered materials. By using a Monte Carlo method [4], the flight length $s$ between successive individual scattering events is sampled from an exponential probability distribution:

$$
f(s) = \sigma(s) \exp \left\{ - \int_{0}^{s} \sigma(s') \, ds' \right\}
$$

where the total cross-section $\sigma(s)$ is the sum of the elastic scattering cross-section and the local inelastic cross-section. With the flight length, we can determine the next scattering event and simulate the REELS spectrum.

### III. RESULTS AND DISCUSSION

As the inter-band transitions happen at the low to intermediate energy region and inner-shell ionization locates at high energy region, a wide photon energy range is necessary to fit a complete optical energy-loss function. The energy range has been shown in Table I. For most materials, we take the data from $10^{-3}$ eV to $10^{6}$ eV. But some are in a smaller range due to the lack of experimental data, especially for semiconductors. The experimental data are mostly compiled in Palik’s handbooks [21]. As some of the optical data are measured by different groups under different conditions, we validate the data by using the sum rules mentioned above. The selected references of each material at various energy ranges are listed in detail in Table I. To give an accurate fitting of these selected data, we have to use a sufficiently large number of Drude-Lindhard terms. It is obvious that the set of parameters is not unique. We also allow a negative value of $a_i$ to reduce the number of necessary terms. The parameters of these Drude-Lindhard terms are included in a database. The full database for 26 materials is available on a website [22].

Figure 1 shows the fitting results of bulk energy-loss function $\text{Im}[-1/\varepsilon(\omega)]$ for Al, Si, Fe, Mo, Ag and SiO$_2$ as examples. The experimental data are also shown as the references. We get a very good agreement between the fitting data and the original experimental data for both strong interband excitation and weak inner-shell ionization. For aluminum and silicon in Fig.1 (a) and (b), the strong peak near 15 eV is mainly caused by the bulk plasmon excitation. While for the three transition metals (Fe, Mo, Ag) in Fig.1 (c)–(e), the energy-loss functions are more complex due to the multiple interband transitions. Silicon oxide shown in Fig.1(f) has strong phonon excitation in very low energy near 0.1 eV. This kind of excitation is also important and cannot be neglected as the peak intensity is as strong as bulk plasmon excitation. One can always see good fitting results no matter how complex the experimental data are.

Figure 2 shows the sum-rule validation for Al, Si, and SiO$_2$. Eq. (9) is used for Al, while Eq. (10) for semiconductors Si and SiO$_2$. It also shows a good agreement between the fitting results and experimental data. As the maximum values of energy loss in each figures are above $10^3$ eV, the energy range is large enough to include various excitations from all inner-shells. Note that the phonon excitation mentioned above makes a re-
FIG. 1 The fitted bulk energy-loss function (line) and the optical bulk energy-loss function from experimental data (dot) for (a) Al, (b) Si, (c) Fe, (d) Mo, (e) Ag, and (f) SiO$_2$.

FIG. 2 The $f$-sum rule $Z_{\text{eff}}$ and perfect-screening-sum rule $P_{\text{eff}}$ for (a, d) Al, (b, e) Si, and (c, f) SiO$_2$. The dashed lines show the theoretical expectation value of the sum rules.
TABLE I Sources of optical data for ELF fitting calculation.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>C 1−1000</td>
<td>n, k</td>
<td>[27]</td>
<td>Ge k</td>
<td>[58]</td>
<td>Te 51−9988</td>
<td>n, k</td>
<td>[34]</td>
<td></td>
</tr>
<tr>
<td>1000−30000</td>
<td>n, k</td>
<td>[28]</td>
<td></td>
<td>185−525</td>
<td>n, k</td>
<td>[59]</td>
<td>Cs 0.5−3</td>
<td>n, k</td>
</tr>
<tr>
<td>Mg 0.1−49990</td>
<td>n, k</td>
<td>[27]</td>
<td>Nb 0.1−40</td>
<td>n, k</td>
<td>[60]</td>
<td>3−9</td>
<td>n, k</td>
<td>[93]</td>
</tr>
<tr>
<td>Al 0.04−75</td>
<td>n, k</td>
<td>[29]</td>
<td>40−50</td>
<td>n</td>
<td>Interpolation</td>
<td>9−30</td>
<td>n, k</td>
<td>[94]</td>
</tr>
<tr>
<td>75−30000</td>
<td>n, k</td>
<td>[28]</td>
<td>k</td>
<td>[61]</td>
<td>30−10000</td>
<td>n, k</td>
<td>[28]</td>
<td></td>
</tr>
<tr>
<td>Si 0.005−1.5</td>
<td>n</td>
<td>[30]</td>
<td>50−10000</td>
<td>n, k</td>
<td>[28]</td>
<td>AgCl 0.01−0.03</td>
<td>n, k</td>
<td>[95]</td>
</tr>
<tr>
<td>1.5−6</td>
<td>n, k</td>
<td>[32]</td>
<td>Mo 0.1−60</td>
<td>n</td>
<td>[60]</td>
<td>0.03−1</td>
<td>n</td>
<td>[96]</td>
</tr>
<tr>
<td>6−20</td>
<td>n, k</td>
<td>[33]</td>
<td>60−100</td>
<td>n, k</td>
<td>Interpolation</td>
<td>1−25</td>
<td>n, k</td>
<td>[97]</td>
</tr>
<tr>
<td>20−100</td>
<td>n, k</td>
<td>[21]</td>
<td>100−2000</td>
<td>n, k</td>
<td>[34]</td>
<td>25−1000</td>
<td>n, k</td>
<td>[98]</td>
</tr>
<tr>
<td>100−2000</td>
<td>n, k</td>
<td>[34]</td>
<td>2000−10000</td>
<td>n, k</td>
<td>[28]</td>
<td>CdS 0.01−0.04</td>
<td>n</td>
<td>[99]</td>
</tr>
<tr>
<td>2000−30000</td>
<td>n, k</td>
<td>[28]</td>
<td>Pd 0.1−0.6</td>
<td>n, k</td>
<td>[64]</td>
<td>k</td>
<td>[100]</td>
<td></td>
</tr>
<tr>
<td>Fe 0.01−1.2</td>
<td>n, k</td>
<td>[35]</td>
<td>0.6−6</td>
<td>n</td>
<td>[65]</td>
<td>0.08−1.5</td>
<td>n</td>
<td>[101]</td>
</tr>
<tr>
<td>1.2−26</td>
<td>n, k</td>
<td>[36]</td>
<td>6−12</td>
<td>n, k</td>
<td>[66]</td>
<td>k</td>
<td>Interpolation</td>
<td></td>
</tr>
<tr>
<td>26−10000</td>
<td>n, k</td>
<td>[37]</td>
<td>12−525</td>
<td>n, k</td>
<td>[67]</td>
<td>1.5−12</td>
<td>n, k</td>
<td>[78]</td>
</tr>
<tr>
<td>10000−30000</td>
<td>n, k</td>
<td>[28]</td>
<td>AlAs 0.025−0.25</td>
<td>n, k</td>
<td>[68, 69]</td>
<td>37−149</td>
<td>n, k</td>
<td>[102]</td>
</tr>
<tr>
<td>Co 0.4−6.6</td>
<td>n, k</td>
<td>Interpolation</td>
<td>0.5−3</td>
<td>n</td>
<td>[70]</td>
<td>155−2000</td>
<td>n, k</td>
<td>[40]</td>
</tr>
<tr>
<td>6.6−35.4</td>
<td>n, k</td>
<td>[38]</td>
<td></td>
<td>k</td>
<td>[71]</td>
<td>ZnSe 0.02−0.1</td>
<td>n, k</td>
<td>[74]</td>
</tr>
<tr>
<td>38.8−2000</td>
<td>n, k</td>
<td>[39]</td>
<td>3−5.6</td>
<td>n, k</td>
<td>[72]</td>
<td>0.1−2.5</td>
<td>n</td>
<td>[103]</td>
</tr>
<tr>
<td>200−2000</td>
<td>n</td>
<td>[40]</td>
<td>50−10000</td>
<td>n, k</td>
<td>[34]</td>
<td>k</td>
<td>Interpolation</td>
<td></td>
</tr>
<tr>
<td>Ni 0.1−3</td>
<td>n, k</td>
<td>[41]</td>
<td>ZnS 0.004−0.01</td>
<td>n, k</td>
<td>[73]</td>
<td>2.5−10</td>
<td>n, k</td>
<td>[104]</td>
</tr>
<tr>
<td>3−25</td>
<td>n, k</td>
<td>[42]</td>
<td>0.01−0.05</td>
<td>n, k</td>
<td>[74]</td>
<td>10−30</td>
<td>n, k</td>
<td>[105]</td>
</tr>
<tr>
<td>25−50</td>
<td>n, k</td>
<td>[43]</td>
<td>0.05−2.5</td>
<td>n</td>
<td>[75]</td>
<td>38−150</td>
<td>n, k</td>
<td>[102]</td>
</tr>
<tr>
<td>50−100</td>
<td>n, k</td>
<td>[44]</td>
<td>k</td>
<td>[76]</td>
<td>150−2000</td>
<td>n, k</td>
<td>[40]</td>
<td></td>
</tr>
<tr>
<td>100−2000</td>
<td>n, k</td>
<td>[34]</td>
<td>2.5−80</td>
<td>n, k</td>
<td>[77, 78]</td>
<td>Er 0.06−2.5</td>
<td>n</td>
<td>[106]</td>
</tr>
<tr>
<td>2000−10000</td>
<td>n, k</td>
<td>[45]</td>
<td>80−95</td>
<td>n, k</td>
<td>[21]</td>
<td>2.5−5.6</td>
<td>n, k</td>
<td>[107, 108]</td>
</tr>
<tr>
<td>10000−30000</td>
<td>n, k</td>
<td>[28]</td>
<td>95−2000</td>
<td>n, k</td>
<td>[34]</td>
<td>5.6−10000</td>
<td>n, k</td>
<td>[34]</td>
</tr>
<tr>
<td>Cu 0.1−1</td>
<td>n, k</td>
<td>[46]</td>
<td>200−10000</td>
<td>n, k</td>
<td>[21]</td>
<td>Pt 0.1−6</td>
<td>n, k</td>
<td>[109]</td>
</tr>
<tr>
<td>1−9000</td>
<td>n, k</td>
<td>[27]</td>
<td>Ag 0.1−1</td>
<td>n, k</td>
<td>[46]</td>
<td>6−83</td>
<td>n, k</td>
<td>[110]</td>
</tr>
<tr>
<td>SiO$_2$ 0.002−0.03</td>
<td>n, k</td>
<td>[47]</td>
<td>1−3</td>
<td>n, k</td>
<td>[79]</td>
<td>93−2000</td>
<td>n, k</td>
<td>[34]</td>
</tr>
<tr>
<td>0.01−0.16</td>
<td>n, k</td>
<td>[48]</td>
<td>3−27</td>
<td>n, k</td>
<td>[80]</td>
<td>Au 0.1−1</td>
<td>n, k</td>
<td>[46]</td>
</tr>
<tr>
<td>0.16−6</td>
<td>n</td>
<td>[49]</td>
<td>27−10000</td>
<td>n, k</td>
<td>[27]</td>
<td>1−6</td>
<td>n, k</td>
<td>[111]</td>
</tr>
<tr>
<td>k</td>
<td>Interpolation</td>
<td>Al$_2$O$_3$ 0.007−0.02</td>
<td>n, k</td>
<td>[81−83]</td>
<td>6−26</td>
<td>n, k</td>
<td>[112]</td>
<td></td>
</tr>
<tr>
<td>6−25</td>
<td>n, k</td>
<td>[50]</td>
<td>0.02−0.12</td>
<td>n, k</td>
<td>[84]</td>
<td>26−88</td>
<td>n, k</td>
<td>[27]</td>
</tr>
<tr>
<td>25−40</td>
<td>n, k</td>
<td>[21]</td>
<td>0.3−8</td>
<td>n, k</td>
<td>[85, 86]</td>
<td>88−10000</td>
<td>n</td>
<td>[113]</td>
</tr>
<tr>
<td>40−150</td>
<td>n, k</td>
<td>[51]</td>
<td>k</td>
<td>Interpolation</td>
<td>k</td>
<td>[45]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>150−2000</td>
<td>n, k</td>
<td>[34]</td>
<td>8−42</td>
<td>n, k</td>
<td>[85, 87]</td>
<td>ZnTe 0.004−0.025</td>
<td>n, k</td>
<td>[74]</td>
</tr>
<tr>
<td>2000−10000</td>
<td>n, k</td>
<td>[28]</td>
<td>42−118</td>
<td>n, k</td>
<td>[85]</td>
<td>0.025−0.8</td>
<td>n, k</td>
<td>[114]</td>
</tr>
<tr>
<td>Ge 0.002−0.018</td>
<td>n, k</td>
<td>[47]</td>
<td>118−142</td>
<td>n, k</td>
<td>[87]</td>
<td>0.8−3</td>
<td>n</td>
<td>[115]</td>
</tr>
<tr>
<td>0.018−1</td>
<td>n</td>
<td>[52]</td>
<td>Te 0.001−0.06</td>
<td>n</td>
<td>[21]</td>
<td>k</td>
<td>[116]</td>
<td></td>
</tr>
<tr>
<td>k</td>
<td>[53−55]</td>
<td></td>
<td>k</td>
<td>[88]</td>
<td>3−20</td>
<td>n, k</td>
<td>[117]</td>
<td></td>
</tr>
<tr>
<td>1−6</td>
<td>n, k</td>
<td>[56]</td>
<td>0.06−0.3</td>
<td>n, k</td>
<td>[89]</td>
<td>20−100</td>
<td>n, k</td>
<td>[102]</td>
</tr>
<tr>
<td>6−10</td>
<td>n, k</td>
<td>[57]</td>
<td>0.3−12</td>
<td>n, k</td>
<td>[90]</td>
<td>100−2000</td>
<td>n, k</td>
<td>[40]</td>
</tr>
<tr>
<td>20−185</td>
<td>n</td>
<td>Interpolation</td>
<td>12−30</td>
<td>n, k</td>
<td>[91]</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Markable contribution in the perfect-screening-sum rule for silicon oxide in Fig.2(f). The sum-rule validations of all the fitted material are shown in Table II. The theoretically ideal $Z_{\text{eff}}$ should be the total number of electrons, while the ideal $P_{\text{eff}}$ should be unity. One can see that the sum rules of fitted data are almost the same as experimental ones. However, some errors are large compared to ideal value because of the incompleteness.
TABLE II A comparison of the \( f \)-sum rule and \( ps \)-sum rule between fitting and experimental data for the 26 materials.

<table>
<thead>
<tr>
<th>Element</th>
<th>Number of electrons</th>
<th>( f )-sum</th>
<th>( ps )-sum</th>
<th>Element</th>
<th>Number of electrons</th>
<th>( f )-sum</th>
<th>( ps )-sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>6</td>
<td>5.232</td>
<td>5.213</td>
<td>AlAs</td>
<td>46</td>
<td>41.075</td>
<td>40.748</td>
</tr>
<tr>
<td>Mg</td>
<td>12</td>
<td>15.713</td>
<td>15.546</td>
<td>ZnS</td>
<td>46</td>
<td>45.457</td>
<td>43.260</td>
</tr>
<tr>
<td>Al</td>
<td>13</td>
<td>12.759</td>
<td>12.754</td>
<td>Ag</td>
<td>47</td>
<td>51.759</td>
<td>51.152</td>
</tr>
<tr>
<td>Si</td>
<td>14</td>
<td>13.713</td>
<td>13.749</td>
<td>Al(_2)O(_3)</td>
<td>50</td>
<td>49.543</td>
<td>47.878</td>
</tr>
<tr>
<td>Fe</td>
<td>26</td>
<td>23.487</td>
<td>23.434</td>
<td>Te</td>
<td>52</td>
<td>62.087</td>
<td>61.078</td>
</tr>
<tr>
<td>Co</td>
<td>27</td>
<td>19.252</td>
<td>21.460</td>
<td>Cs</td>
<td>55</td>
<td>47.427</td>
<td>45.509</td>
</tr>
<tr>
<td>Ni</td>
<td>28</td>
<td>26.509</td>
<td>26.475</td>
<td>AgCl</td>
<td>64</td>
<td>56.740</td>
<td>59.541</td>
</tr>
<tr>
<td>Cu</td>
<td>29</td>
<td>35.640</td>
<td>34.114</td>
<td>CdS</td>
<td>64</td>
<td>30.019</td>
<td>29.667</td>
</tr>
<tr>
<td>SiO(_2)</td>
<td>30</td>
<td>25.798</td>
<td>25.845</td>
<td>ZnSe</td>
<td>64</td>
<td>50.113</td>
<td>49.676</td>
</tr>
<tr>
<td>Ge</td>
<td>32</td>
<td>18.874</td>
<td>19.148</td>
<td>Er</td>
<td>68</td>
<td>64.824</td>
<td>63.169</td>
</tr>
<tr>
<td>Nb</td>
<td>41</td>
<td>36.856</td>
<td>36.293</td>
<td>Pt</td>
<td>78</td>
<td>73.887</td>
<td>73.442</td>
</tr>
<tr>
<td>Mo</td>
<td>42</td>
<td>36.949</td>
<td>36.932</td>
<td>Au</td>
<td>79</td>
<td>71.786</td>
<td>72.236</td>
</tr>
<tr>
<td>Pd</td>
<td>46</td>
<td>31.576</td>
<td>31.255</td>
<td>ZnTe</td>
<td>82</td>
<td>63.291</td>
<td>62.464</td>
</tr>
</tbody>
</table>

and inaccuracy of the experimental data. For example, in Fig.2(f), as the optical data for silicon oxide at 0.16–6 eV are partly missing, we can see that it results in a mismatch with the expectation value. Generally, the error of \( Z_{\text{eff}} \) (from \( f \)-sum rule) is mostly caused by the incompleteness of high energy data, while the error of \( P_{\text{eff}} \) (from perfect-screening-sum rule) is caused by the incompleteness of low energy data.

With the fitted energy loss function, we can simulate REELS spectrum with a Monte Carlo method [4, 8, 23, 24]. Here we compare the simulated REELS spectrum with an experimental measurement [25, 26] for silver. The REELS spectra were measured with a cylindrical mirror analyzer (CMA) equipped with a coaxial electron gun. In this system, signal electron current was measured with a Faraday cup. The measurement was performed at a primary energy of 500 eV and for normal incidence of electrons. CMA only detects those electrons emitted from sample surface into a solid corn by the angular aperture from 36.3\(^\circ\) to 48.3\(^\circ\). Hence, the Monte Carlo simulation has been performed to exactly match the experiment by counting only those reflected electrons that are detected by the CMA. Figure 3 shows the comparison between the simulation and the experiment. The inelastic scattering peaks have been normalized to the elastic peak for both simulated and experimental data. Two peaks at 4.0 and 7.4 eV correspond to surface and bulk excitation, respectively. One can see that the simulation based on the fitted energy loss function well captured both excitation phenomena and obtained a good agreement with experimental measurement.

IV. CONCLUSION

In summary, we have performed a systematic fitting procedure of energy-loss function for 26 materials based on the dielectric functional theory by using a finite number of Drude-Lindhard terms. We have also evaluated experimental data and fitting data with \( f \)-sum rule and perfect-screening-sum rule. It shows that the fitting procedure is accurate and the error of sum rules is mostly caused by the experimental data. The optical data are then extended to the \( q \)-dependent energy-loss function by assuming a plasmon dispersion. Thus, the surface excitation can also be described by using the derived surface dielectric function. To verify the present fitting data, we have performed a Monte Carlo simulation of the REELS spectrum for silver, and compared it with an experimental measurement. The line shapes of the simulated and experimental spectra agree with each other reasonably well for both surface and bulk features. Our fitting parameter database for energy loss function can be used in various problems of inelastic scattering in electron transport process in solids for application to surface chemical analysis by surface electron spec-

FIG. 3 The comparison of REELS spectra between the Monte Carlo simulation based on the fitted energy-loss function and the experimental measurement for silver.
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